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CIF21 DIBBs: El: Element: The Virtual Data Collaboratory: a Regional

Cyberinfrastructure for Collaborative Data Intense Science (VDC)
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Key VDC featu res: OF UTAH® ‘ Science & Education Use Cases
« A dedicated high-speed network, compute and storage \ T e
resources federated overthe participating institutions ( Notwor Sovis Layr

« Datadiscovery:a setof Data Services including indexing,
cataloging, sharing and metadata management

* AnlInternet-scale execution platform forcontainers,
allowing to distribute complexdistributed analytics close to
the data source

* A network of high-performance DT Ns equipped with fast
storage for implementing smart data delivery strategies.

_oF
observatory
repository

Impact:
« VDC connects people with data and compute

* Enhanced early warning using online data fusionfrom large
facilities (data streaming) E VD E

* Structural bioinformatics



Collaboratory — Use Case Scenario

¥ Pacific Sound

Example: interactive training event
» Diverse data sources

° 5 0 + tr al n e e S Data in these examples are being graciously hosted for free and open access by the Amazon Registry of Open Data and includes raw data and derived data products for use
in ocean soundscape research, education, and the arts. Audio recordings in this valuable archive would not be possible without the continued generous support from the

Welcome
Documentation and tutorials on how to use pacific-sound data in the AWS Open Data registry.

David and Lucille Packard Foundation.

For more information about the project that brings 140 TB (and growing!) acoustic data to you, please see the MBARI Soundscape Project

Quick start
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* Bottlenecks
« Compute costs https://docs.mbari.org/pacific-sound/

» Potential egress costs (Open data on AWS) : VD c
VIR

 Etc.
TUAL DATA




VDC Data Services

+ Provide tools and services to work with large datasets wm & E—

+ Registering objects (collections/files/links) g B ey | e (] w8 @

- Searching, Discovering, Sharing "o anary 52008 o cueses

- Create DOI, Store/edit Metadata B o

« Deriving data, storing provenance m;m s and Tit Bt

* Provides Globus endpoints for deposited data .

«  Multiple upload methods (direct, Dropbox,Google Drive, etc.) 2

- AAlintegrated with ClLogon e
2N

. Diversion of Gulf Stream Path in Late 2011

* FAIR Technology stack
* Based on Samvera (customized)
* Fedoraprovides content as linked data (RDF)

* Semantic support: data and metadata using any ontologies
and vocabularies

 Advanced search: content indexed into Solr

« Advanced Query: can be easily indexed using triple store

CHTTP AP CHWP;.S __________ applications (e.g., Jena Fuseki) - SPARQL query language
' support

> N <
VIRTUAL DATA

https://samvera.org/samvera-open-source-repository-framew ork/technology-stack/
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Today’s Demonstration (1/2)

Application
. % Workflow
— Python library

Jupyter notebook, etc.
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provisioning ,
(n otebook + data objects) client-based (s3, etc.)
VDC AP through the VDC API
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Deposited data includes a pointer to external sources
Access to external sources via VDC API (supported protocols)
Objectstore cHPC, OSN, Data
(S3,Ceph)  0SG,etc. Repos ! VD c
NSDE= VIRTUAL DATA

External data sources




Today’s Demonstration (2/2)
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Deposited data includes a pointer to external sources
Access to external sources via VDC API (supported protocols)
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Workflow

Python library

Jupyter notebook, etc.
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docker

rsj

Jupyter
()

W orkflows

prov:s:onmg
pook + data objects)

NSDF client-based
CDN

Federated architecture
* Local caches

» Async. transfers

* Smart data placement
* In-situ processing

SO OB

Objectstore cHPC, OSN, Data
(S3,Ceph)  0SG,etc. Repos

EvDC

External data sources



Proposed NSDF Architecture (1/2)

» Leveragecore VDC components and
APIs (e.g., data discovery/access)

* Building block for developing
“smart” data management services

» Support for data/resource brokerage
implementation

- User/community functionality requirements .
- Metadata/data discovery and access :
- Analytics, visualization, etc.

- Ete.

- Technology requirements

Users and - Federation (technical, non-technical)
Workflows - Integration
- Etc.
NSDF NSDF Interfaces

g (API, clients, etc.) [/~ s

r e
o Data services Data management : Resource Logging and

Core services |[ (e.g., VDC) (e.g., prefetching) DR mERping orchestration : Adl monitoring | Bl
L

2

OSN ) \
Federated — O Fa;IrigiZs National 11-10
.W Cl
Resources | W sl XSEDE Edge
w Distributed compute Repositories : Data Streams

storage/cache

OSN Namespace and services OSG Namespace and services

f EVDC
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Proposed NSDF Architecture (2/2)

* Building block for
support senices

NSDF Entry Point

-
User Layer )
g,’ % Co;:on::?gb;nel D(;r::\lt?oe:srﬁc] Interac(tj\::;;:::t)abmksl Dashboards ]
CollS]N /
o ]
alllel/ Programmable Data Layer )
S
E “0.,. % Tier 3[ Workflows and Automation ]
F—_—— = = = - s = —
_________.._.E_.-,‘g_______________________-l
g '5 g Tier 1 [ Data Management " Connection to Computing Resources ]

+ Lewerage core VDC S E- c ")
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(e.g., data 3 g £ Extensible Content Delivery Network
discovery/access) =5 E

* Building block for g a CDN Kernel and Plug-Ins ]
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deweloping “smart” data
management sernvices
* Support for data/resource
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Thank you!

Ivan.rodero@utah.edu
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